
Francisco C. Pereira

Crowdsourced mobility data: techniques and 
applications 

With: Filipe Rodrigues, Kristian Henrickson, Moshe Ben-Akiva, Yang Lu, Haizheng Zhang, Constantinos Antoniou



Outline
• Two (opposing?) modelling paradigms 


• Machine Learning


• Imputation with multi-output modeling


• Uncertainty analysis with heteorskedastic modeling


• Simulation


• Online calibration



Two (opposing?) paradigms



Two (opposing?) paradigms
Simulation

- Model phenomenon
- First principles/domain rules

- Causal relations

Machine Learning
- Approximation of input/output

- Statistical theory, information theory
- Correlations/patterns



Machine Learning

• Imputation with multi-output modeling


• Robust prediction with uncertainty modeling



Imputation with multi-output modeling

• Problem statement


• For its nature, crowdsourced data is prone to imperfect observations


• Missing data, noise, unbalanced observations



Imputation with multi-output modeling
• Context


• Google research dataset


• Android and iPhone Gmaps users


• Speeds and flows (buckets) per 13 
network links in 4 areas 


• Aggregations by 5 min intervals



Approach
• Jointly model the entire “network” in a multi-output model


• Principle is that correlation patterns (over a large enough sample) make up 
for real joint distribution


• We model this as a multi-output Gaussian Processes model



Experimental design

• 6 months of data


• Assume existing non-missing data is “perfect” (to use it as ground truth)


• Random selection of missing data (50% and 75%) to “hide” from the 
model


• Check how model approximates the ground-truth



Results



Uncertainty analysis with heteroskedastic 
modeling

• Problem statement:

• Assumption of constant noise variance is often too simplistic


• Can bias mean estimation

• Gives wrong notion of uncertainty (e.g. confidence intervals)



Uncertainty analysis with heteroskedastic 
modeling

• Google research dataset (as before)


• Model in two components

• Condition noise on time (and flow)



Results
• Does it improve the mean itself? • What about the intervals?



Results



Simulation paradigm
• Extended Kalman Filter



Simulation paradigm
• The point is…


• The ML methods shown (and the vast majority of them) are correlational


• They are excellent in pattern recognition, distribution learning


• They fail with structural changes (e.g. network changes, behaviour 
change)


• Simulation tools can address those limitations


• Combine two paradigms with causal ML!



Content

• Multi-output Gaussian processes for crowdsourced traffic data 
imputation: https://arxiv.org/pdf/1812.08739.pdf 

• Heteroscedastic Gaussian processes for uncertainty modeling in large-
scale crowdsourced traffic data: https://arxiv.org/abs/1812.08733 

• DynaMIT2.0: Architecture Design and Preliminary Results on Real-time 
Data Fusion for Traffic Prediction and Crisis Management: https://
ieeexplore.ieee.org/document/7313455


